
Confidence Intervals for Random Forests: The Jackknife and the Infinitesimal Jackknife

Journal of Machine Learning Research

15, 1625-1651

Citation Report



Citation Report

2

# Article IF Citations

1 A MACHINE-LEARNING METHOD TO INFER FUNDAMENTAL STELLAR PARAMETERS FROM PHOTOMETRIC LIGHT
CURVES. Astrophysical Journal, 2015, 798, 122. 1.6 35

2 Stratified aboveground forest biomass estimation by remote sensing data. International Journal of
Applied Earth Observation and Geoinformation, 2015, 38, 229-241. 1.4 56

3 Aro: a machine learning approach to identifying single molecules and estimating classification error
in fluorescence microscopy images. BMC Bioinformatics, 2015, 16, 102. 1.2 18

4 Metabolic Fingerprinting to Assess the Impact of Salinity on Carotenoid Content in Developing
Tomato Fruits. International Journal of Molecular Sciences, 2016, 17, 821. 1.8 11

5 Exploratory subgroup analysis in clinical trials by model selection. Biometrical Journal, 2016, 58,
1217-1228. 0.6 20

6 Estimating restricted mean treatment effects with stacked survival models. Statistics in Medicine,
2016, 35, 3319-3332. 0.8 7

7 A random forest guided tour. Test, 2016, 25, 197-227. 0.7 1,703

8 On the use of Harrellâ€™s C for clinical risk prediction via random survival forests. Expert Systems With
Applications, 2016, 63, 450-459. 4.4 60

9 Mineral resource estimation using weighted jackknife kriging. AIP Conference Proceedings, 2016, , . 0.3 4

10 How would information disclosure influence organizationsâ€™ outbound spam volume? Evidence from a
field experiment. Translational Research in Oral Oncology, 2016, 2, 99-118. 2.3 13

11 Comments on: A random forest guided tour. Test, 2016, 25, 261-263. 0.7 7

12 On the asymptotics of random forests. Journal of Multivariate Analysis, 2016, 146, 72-83. 0.5 38

13
Exposure assessment models for elemental components of particulate matter in an urban
environment: A comparison of regression and random forest approaches. Atmospheric Environment,
2017, 151, 1-11.

1.9 175

14 A comparison of resampling and recursive partitioning methods in random forest for estimating the
asymptotic variance using the infinitesimal jackknife. Stat, 2017, 6, 360-372. 0.3 2

15 Local two-sample testing: a new tool for analysing high-dimensional astronomical data. Monthly
Notices of the Royal Astronomical Society, 2017, 471, 3273-3282. 1.6 5

16 Subgroup Identification in Clinical Trials by Stochastic SIDEScreen Methods. Statistics in
Biopharmaceutical Research, 2017, 9, 368-378. 0.6 13

17 Formal Hypothesis Tests for Additive Structure in Random Forests. Journal of Computational and
Graphical Statistics, 2017, 26, 589-597. 0.9 18

18 Spatial Downscaling of Alien Species Presences Using Machine Learning. Frontiers in Earth Science,
2017, 5, . 0.8 9



3

Citation Report

# Article IF Citations

19 Statistical tests and identifiability conditions for pooling and analyzing multisite datasets.
Proceedings of the National Academy of Sciences of the United States of America, 2018, 115, 1481-1486. 3.3 26

20 Baseline map of organic carbon stock in farmland topsoil in East China. Agriculture, Ecosystems and
Environment, 2018, 254, 213-223. 2.5 41

21 Random forests of interaction trees for estimating individualized treatment effects in randomized
trials. Statistics in Medicine, 2018, 37, 2547-2560. 0.8 29

22 Predicting ionic liquid melting points using machine learning. Journal of Molecular Liquids, 2018, 264,
318-326. 2.3 64

23 Bayesian Regression Trees for High-Dimensional Prediction and Variable Selection. Journal of the
American Statistical Association, 2018, 113, 626-636. 1.8 96

24 Bootstrap bias corrections for ensemble methods. Statistics and Computing, 2018, 28, 77-86. 0.8 8

25 Bayesian Additive Regression Trees using Bayesian model averaging. Statistics and Computing, 2018, 28,
869-890. 0.8 49

26
Estimating the Optimal Personalized Treatment Strategy Based on Selected Variables to Prolong
Survival via Random Survival Forest with Weighted Bootstrap. Journal of Biopharmaceutical
Statistics, 2018, 28, 362-381.

0.4 9

27 Using Machine Learning Methods to Predict Bias in Nuclear Criticality Safety. Journal of
Computational and Theoretical Transport, 2018, 47, 552-565. 0.3 13

28 Innovation in rangeland monitoring: annual, 30Â m, plant functional type percent cover maps for U.S.
rangelands, 1984â€“2017. Ecosphere, 2018, 9, e02430. 1.0 165

29 Quantitative mapping and predictive modeling of Mn nodules' distribution from hydroacoustic and
optical AUV data linked by random forests machine learning. Biogeosciences, 2018, 15, 7347-7377. 1.3 37

30 Random forest as a generic framework for predictive modeling of spatial and spatio-temporal
variables. PeerJ, 2018, 6, e5518. 0.9 469

31 Frequentist Model Averaging. SpringerBriefs in Statistics, 2018, , 57-97. 0.3 1

32 Confidence in Random Forest for Performance Optimization. Lecture Notes in Computer Science, 2018,
, 372-386. 1.0 1

33 Machine learning methods for crop yield prediction and climate change impact assessment in
agriculture. Environmental Research Letters, 2018, 13, 114003. 2.2 230

34 Discovery of urinary biomarkers to discriminate between exogenous and semi-endogenous thiouracil
in cattle: A parallel-like randomized design. PLoS ONE, 2018, 13, e0195351. 1.1 4

35 Empirical Asset Pricing Via Machine Learning. SSRN Electronic Journal, 2018, , . 0.4 6

36 Correcting Measurement Error in Satellite Aerosol Optical Depth with Machine Learning for
Modeling PM2.5 in the Northeastern USA. Remote Sensing, 2018, 10, 803. 1.8 58



4

Citation Report

# Article IF Citations

37 Effects of an invasive polychaete on benthic phosphorus cycling at sea basin scale: An ecosystem
disservice. Ambio, 2018, 47, 884-892. 2.8 7

38 Bagged oneâ€•toâ€•one matching for efficient and robust treatment effect estimation. Statistics in
Medicine, 2018, 37, 4353-4373. 0.8 3

39 Standard errors and confidence intervals for variable importance in random forest regression,
classification, and survival. Statistics in Medicine, 2019, 38, 558-582. 0.8 160

40 Recent advances and applications of machine learning in solid-state materials science. Npj
Computational Materials, 2019, 5, . 3.5 1,289

41 Reducing correlation of random forestâ€“based learningâ€•toâ€•rank algorithms using subsample size.
Computational Intelligence, 2019, 35, 774-798. 2.1 6

42 mCSM-AB2: guiding rational antibody design using graph-based signatures. Bioinformatics, 2020, 36,
1453-1459. 1.8 41

43 Utilizing the density of inventory samples to define a hybrid lattice for species distribution models:
DISTRIBâ€•II for 135 eastern U.S. trees. Ecology and Evolution, 2019, 9, 8876-8899. 0.8 13

44 Accurate and Precise Prediction of Soil Properties from a Large Mid-Infrared Spectral Library. Soil
Systems, 2019, 3, 11. 1.0 88

45 A Critical Review of Spatial Predictive Modeling Process in Environmental Sciences with Reproducible
Examples in R. Applied Sciences (Switzerland), 2019, 9, 2048. 1.3 15

46 PSICA: Decision trees for probabilistic subgroup identification with categorical treatments. Statistics
in Medicine, 2019, 38, 4436-4452. 0.8 4

47 Empirical ways to identify novel Bedaquiline resistance mutations in AtpE. PLoS ONE, 2019, 14, e0217169. 1.1 50

48 A Brief Review of Random Forests for Water Scientists and Practitioners and Their Recent History in
Water Resources. Water (Switzerland), 2019, 11, 910. 1.2 336

49 Building Quantitative Structureâ€“Activity Relationship Models Using Bayesian Additive Regression
Trees. Journal of Chemical Information and Modeling, 2019, 59, 2642-2655. 2.5 9

50 Machine Learning Prediction of H Adsorption Energies on Ag Alloys. Journal of Chemical Information
and Modeling, 2019, 59, 1357-1365. 2.5 38

51 Active learning in materials science with emphasis on adaptive sampling using uncertainties for
targeted design. Npj Computational Materials, 2019, 5, . 3.5 315

52 Jackknife method for the location of gross errors in weighted total least squares. Communications
in Statistics Part B: Simulation and Computation, 2022, 51, 1946-1966. 0.6 4

54 Drawing Inferences for High-Dimensional Linear Models: A Selection-Assisted Partial Regression and
Smoothing Approach. Biometrics, 2019, 75, 551-561. 0.8 6

55 Sigma-<i>z</i>random forest, classification and confidence. Measurement Science and Technology,
2019, 30, 025002. 1.4 8



5

Citation Report

# Article IF Citations

56 Computational prediction and analysis of species-specific fungi phosphorylation via feature
optimization strategy. Briefings in Bioinformatics, 2020, 21, 595-608. 3.2 12

57 Random Forest Prediction Intervals. American Statistician, 2020, 74, 392-406. 0.9 46

58 Bootstrap confidence intervals for the optimal cutoff point to bisect estimated probabilities from
logistic regression. Statistical Methods in Medical Research, 2020, 29, 1514-1526. 0.7 1

59 Comparing predictions of fisheries bycatch using multiple spatiotemporal species distribution model
frameworks. Canadian Journal of Fisheries and Aquatic Sciences, 2020, 77, 146-163. 0.7 36

60 Individualized treatment effects with censored data via fully nonparametric Bayesian accelerated
failure time models. Biostatistics, 2020, 21, 50-68. 0.9 40

61 iQSPR in XenonPy: A Bayesian Molecular Design Algorithm. Molecular Informatics, 2020, 39, e1900107. 1.4 20

62 Using Machine Learning to Identify True Somatic Variants from Next-Generation Sequencing. Clinical
Chemistry, 2020, 66, 239-246. 1.5 7

63 An empirical comparison of random forest-based and other learning-to-rank algorithms. Pattern
Analysis and Applications, 2020, 23, 1133-1155. 3.1 8

64 Machine learning based estimation of land productivity in the contiguous US using biophysical
predictors. Environmental Research Letters, 2020, 15, 074013. 2.2 29

65 Prediction, Estimation, and Attribution. Journal of the American Statistical Association, 2020, 115,
636-655. 1.8 94

66
The effect of formation thickness on the performance of deterministic and machine learning models
for rate of penetration management in inclined and horizontal wells. Journal of Petroleum Science
and Engineering, 2020, 191, 107160.

2.1 11

67 Improving Cancer Outreach Effectiveness Through Targeting and Economic Assessments: Insights
from a Randomized Field Experiment. Journal of Marketing, 2020, 84, 1-27. 7.0 37

68 Predictive inference with random forests: A new perspective on classical analyses. Research and
Politics, 2020, 7, 205316802090548. 0.7 13

69
Evaluation of a New Automated Routine Measurement for Serum Adjusted Ionized Calcium (at pH 7.4) in
Patients Suspected of Calcium Metabolic Disease. journal of applied laboratory medicine, The, 2020, 5,
704-715.

0.6 1

70 Role of uncertainty estimation in accelerating materials development via active learning. Journal of
Applied Physics, 2020, 128, . 1.1 24

71 Benchmarking the acceleration of materials discovery by sequential learning. Chemical Science, 2020,
11, 2696-2706. 3.7 83

72 A comparison of some conformal quantile regression methods. Stat, 2020, 9, . 0.3 16

73 Evaluation of the HemoCue WBC DIFF in leukopenic patient samples. International Journal of
Laboratory Hematology, 2020, 42, 256-262. 0.7 7



6

Citation Report

# Article IF Citations

74
A framework for harmonizing multiple satellite instruments to generate a long-term global high
spatial-resolution solar-induced chlorophyll fluorescence (SIF). Remote Sensing of Environment,
2020, 239, 111644.

4.6 57

75 Clinical risk prediction with random forests for survival, longitudinal, and multivariate (RF-SLAM)
data analysis. BMC Medical Research Methodology, 2020, 20, 1. 1.4 161

76 A framework for the predictive mapping of forest soil properties in mountain areas. Geoderma, 2020,
371, 114383. 2.3 11

77
A nuanced quantile random forest approach for fast prediction of a stochastic marine flooding
simulator applied to a macrotidal coastal site. Stochastic Environmental Research and Risk
Assessment, 2020, 34, 867-890.

1.9 9

78 Gradient boosted regression model for the degradation analysis of prismatic cells. Computers and
Industrial Engineering, 2020, 144, 106494. 3.4 29

79 Local Linear Forests. Journal of Computational and Graphical Statistics, 2021, 30, 503-517. 0.9 29

80 Expanding Materials Selection Via Transfer Learning for High-Temperature Oxide Selection. Jom, 2021,
73, 103-115. 0.9 5

81 Improving random forest algorithm by Lasso method. Journal of Statistical Computation and
Simulation, 2021, 91, 353-367. 0.7 16

82 Boosting Random Forests to Reduce Bias; One-Step Boosted Forest and Its Variance Estimate. Journal
of Computational and Graphical Statistics, 2021, 30, 493-502. 0.9 14

83 Perspectives on Machine Learning-Assisted Plasma Medicine: Toward Automated Plasma Treatment. IEEE
Transactions on Radiation and Plasma Medical Sciences, 2022, 6, 16-32. 2.7 21

84 Using Machine Learning to Make Computationally Inexpensive Projections of 21st Century
Stratospheric Column Ozone Changes in the Tropics. Frontiers in Earth Science, 2021, 8, . 0.8 1

85 Efficient sampling for decision making in materials discovery*. Chinese Physics B, 2021, 30, 050705. 0.7 4

86 Error Prediction of Air Quality at Monitoring Stations Using Random Forest in a Total Error
Framework. Sensors, 2021, 21, 2160. 2.1 10

87 Drivers of economic and financial integration: A machine learning approach. Journal of Empirical
Finance, 2021, 61, 82-102. 0.9 21

88 An Active Learning Approach for the Design of Doped LLZO Ceramic Garnets for Battery Applications.
Integrating Materials and Manufacturing Innovation, 2021, 10, 299-310. 1.2 13

89 Is there a role for statistics in artificial intelligence?. Advances in Data Analysis and Classification,
2022, 16, 823-846. 0.9 27

90 The eROSITA Final Equatorial-Depth Survey (eFEDS). Astronomy and Astrophysics, 2022, 661, A2. 2.1 54

91 Uncertainty Estimation for Machine Learning Models in Multiphase Flow Applications. Informatics,
2021, 8, 58. 2.4 4



7

Citation Report

# Article IF Citations

92 A machine learning approach for prioritizing groundwater testing for per-and polyfluoroalkyl
substances (PFAS). Journal of Environmental Management, 2021, 295, 113359. 3.8 17

93 Minimal effect of prescribed burning on fire spread rate and intensity in savanna ecosystems.
Stochastic Environmental Research and Risk Assessment, 2021, 35, 849-860. 1.9 1

94 Data-Driven and Confirmatory Subgroup Analysis in Clinical Trials. Emerging Topics in Statistics and
Biostatistics, 2020, , 33-91. 0.1 5

95 Statistical Data Mining of Clinical Data. , 2020, , 225-315. 1

97
Marine epibenthic functional diversity on Flemish Cap (northâ€•west Atlantic)â€”Identifying trait
responses to the environment and mapping ecosystem functions. Diversity and Distributions, 2020, 26,
460-478.

1.9 20

98 Prediction, Estimation, and Attribution. International Statistical Review, 2020, 88, S28. 1.1 23

99 Estimating intracranial pressure using pulsatile cerebral blood flow measured with diffuse
correlation spectroscopy. Biomedical Optics Express, 2020, 11, 1462. 1.5 37

100 Trends of geographic inequalities in the distribution of human resources in healthcare system: the
case of Iran. Electronic Physician, 2016, 8, 2607-2613. 0.2 22

101 Uncertainty quantification for honest regression trees. Computational Statistics and Data Analysis,
2022, 167, 107377. 0.7 1

102 A More Formal Treatment of Classification and Forecasting. , 2019, , 57-73. 0

103 Evaluating Potential Subpopulations Using Stochastic SIDEScreen in a Cross-Over Trial. ICSA Book
Series in Statistics, 2019, , 299-322. 0.0 0

104 Combining Multiple Learners: Data Fusion and Ensemble Learning. , 2019, , 737-767. 5

105 Emergence of Statistical Methodologies with the Rise of BIG Data. Women in Engineering and Science,
2020, , 27-48. 0.2 0

106 Prosperoâ€™s Books: A Distributed Architecture for AI. Lecture Notes in Computer Science, 2020, , 41-49. 1.0 0

107 Multi-objective constrained optimization for energy applications via tree ensembles. Applied Energy,
2022, 306, 118061. 5.1 11

108 Random Forests. Springer Texts in Statistics, 2020, , 233-295. 3.8 2

109 Drivers of Economic and Financial Integration: A Machine Learning Approach. SSRN Electronic
Journal, 0, , . 0.4 0

110
Toward the probabilistic forecasting of cyclone-induced marine flooding by overtopping at Reunion
Island aided by a time-varying random-forest classification approach. Natural Hazards, 2021, 105,
227-251.

1.6 9



8

Citation Report

# Article IF Citations

111 Weekly dengue forecasts in Iquitos, Peru; San Juan, Puerto Rico; and Singapore. PLoS Neglected
Tropical Diseases, 2020, 14, e0008710. 1.3 13

112 Estimation and Inference for High Dimensional Generalized Linear Models: A Splitting and Smoothing
Approach. Journal of Machine Learning Research, 2021, 22, . 62.4 1

113 Polling India via regression and post-stratification of non-probability online samples. PLoS ONE, 2021,
16, e0260092. 1.1 0

114 Using Machine Learning to Identify Heterogeneous Impacts of Agri-Environment Schemes in the EU: A
Case Study. European Review of Agricultural Economics, 2022, 49, 723-759. 1.5 10

115 Active Learning Accelerates Design and Optimization of Hole-Transporting Materials for Organic
Electronics. Frontiers in Chemistry, 2021, 9, 800371. 1.8 11

117 Valid prediction intervals for regression problems. Artificial Intelligence Review, 2023, 56, 577-613. 9.7 6

118 Methane emissions from subtropical wetlands: An evaluation of the role of data filtering on annual
methane budgets. Agricultural and Forest Meteorology, 2022, 321, 108972. 1.9 3

119 Calibration after bootstrap for accurate uncertainty quantification in regression models. Npj
Computational Materials, 2022, 8, . 3.5 15

120 Extrapolation Assessment for Forest Structural Parameters in Planted Forests of Southern China by
UAV-LiDAR Samples and Multispectral Satellite Imagery. Remote Sensing, 2022, 14, 2677. 1.8 1

121 Quantifying uncertainty of subsampling-based ensemble methods under a U-statistic framework.
Journal of Statistical Computation and Simulation, 2022, 92, 3706-3726. 0.7 0

122 Can we predict the burden of acute malnutrition in crisis-affected countries? Findings from Somalia
and South Sudan. BMC Nutrition, 2022, 8, . 0.6 1

123 Approximation trees: statistical reproducibility in model distillation. Data Mining and Knowledge
Discovery, 0, , . 2.4 1

124 Toward aÂ Sawmill Digital Shadow Based onÂ Coupled Simulation andÂ Supervised Learning Models.
Studies in Computational Intelligence, 2023, , 59-70. 0.7 0

125 Design of experiments and machine learning with application to industrial experiments. Statistical
Papers, 2023, 64, 1251-1274. 0.7 3

126 Random Forests for Survival Analysis and High-Dimensional Data. Springer Handbooks, 2023, , 831-847. 0.3 0


