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Annals of Applied Statistics, 2015, 9, . 11 403
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Machine learning for science and society. Machine Learning, 2014, 95, 1-9.
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A case-based interpretable deep learning model for classification of mass lesions in digital
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A process for predicting manhole events in Manhattan. Machine Learning, 2010, 80, 1-31.
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Optimized Risk Scores. , 2017, , .
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A holistic approach to interpretability in financial lending: Models, visualizations, and
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In Pursuit of Interpretable, Fair and Accurate Machine Learning for Criminal Recidivism Prediction.
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