
Masashi Sugiyama

List of Publications by Year
in descending order

Source: https://exaly.com/author-pdf/793759/publications.pdf

Version: 2024-02-01

139

papers

3,967

citations

30

h-index

159573

56

g-index

149686

141

all docs

141

docs citations

141

times ranked

3492

citing authors



Masashi Sugiyama

2

# Article IF Citations
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6 Sequential changeâ€•point detection based on direct densityâ€•ratio estimation. Statistical Analysis and
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7 Tensor Networks for Dimensionality Reduction and Large-scale Optimization: Part 2 Applications and
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8 Application of Covariate Shift Adaptation Techniques in Brainâ€“Computer Interfaces. IEEE Transactions
on Biomedical Engineering, 2010, 57, 1318-1324. 4.2 108
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Computation, 2014, 26, 1717-1762. 2.2 92
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11 Relative Density-Ratio Estimation for Robust Distribution Comparison. Neural Computation, 2013, 25,
1324-1370. 2.2 74

12 Density-ratio matching under the Bregman divergence: a unified framework of density-ratio
estimation. Annals of the Institute of Statistical Mathematics, 2012, 64, 1009-1044. 0.8 72
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14 Pool-based active learning in approximate linear regression. Machine Learning, 2009, 75, 249-274. 5.4 60
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17 Class Prior Estimation from Positive and Unlabeled Data. IEICE Transactions on Information and
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18 Tree-Based Ensemble Multi-Task Learning Method for Classification and Regression. IEICE Transactions
on Information and Systems, 2014, E97.D, 1677-1681. 0.7 50
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19 Density-Difference Estimation. Neural Computation, 2013, 25, 2734-2775. 2.2 49
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Networks, 2014, 50, 110-119. 5.9 48

21 Dimensionality reduction for density ratio estimation in high-dimensional spaces. Neural Networks,
2010, 23, 44-59. 5.9 47
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335-367. 5.4 47
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28 A least-squares approach to anomaly detection in static and sequential data. Pattern Recognition
Letters, 2014, 40, 36-40. 4.2 33

29 Direct density-ratio estimation with dimensionality reduction via least-squares hetero-distributional
subspace search. Neural Networks, 2011, 24, 183-198. 5.9 32
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33 Machine Learning with Squared-Loss Mutual Information. Entropy, 2013, 15, 80-112. 2.2 31
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Countries: Verification Study. Journal of Medical Internet Research, 2015, 17, e2. 4.3 29
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37 Averaging covariance matrices for EEG signal classification based on the CSP: An empirical study. ,
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38 $f$-Divergence Estimation and Two-Sample Homogeneity Test Under Semiparametric Density-Ratio
Models. IEEE Transactions on Information Theory, 2012, 58, 708-720. 2.4 25
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46 Theoretical and Experimental Analyses of Tensor-Based Regression and Classification. Neural
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47 Incremental Active Learning for Optimal Generalization. Neural Computation, 2000, 12, 2909-2940. 2.2 20
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IEICE Transactions on Information and Systems, 2016, E99.D, 176-186. 0.7 11
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