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78 Racing Committees for Large Datasets. Lecture Notes in Computer Science, 2002, , 153-164. 1.0 12

79 Interactive machine learning: letting users build classifiers. International Journal of Human
Computer Studies, 2001, 55, 281-292. 3.7 137

80 A Simple Approach to Ordinal Classification. Lecture Notes in Computer Science, 2001, , 145-156. 1.0 291

81 Determining Progression in Glaucoma Using Visual Fields. Lecture Notes in Computer Science, 2001, ,
136-147. 1.0 5

82 Technical Note: Naive Bayes for Regression. Machine Learning, 2000, 41, 5-25. 3.4 164

83 Improving browsing in digital libraries with keyphrase indexes. Decision Support Systems, 1999, 27,
81-104. 3.5 157

84 Using Model Trees for Classification. Machine Learning, 1998, 32, 63-76. 3.4 316

85 Accelerating the XGBoost algorithm using GPU computing. PeerJ Computer Science, 0, 3, e127. 2.7 162


