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107 Multiclass Support Vector Machines. Advances in Computer Vision and Pattern Recognition, 2010, 113-16tt.1 = 5

Variants of Support Vector Machines. Advances in Computer Vision and Pattern Recognition, 2010, 163-2261
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7 Lecture Notes in Computer Science, 2006, 165-176 9 4

Incremental learning of feature space and classifier for face recognition. Neural Networks, 2005, 18, 575@4

6 Comparison between error correcting output codes and fuzzy support vector machines. Pattern
9 Recognition Letters, 2005, 26, 1937-1945 47

Boosting Kernel Discriminant Analysis with Adaptive Kernel Selection 2005, 429-432
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