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ARTICLE
Greedy-layer pruning: Speeding up transformer models for natural language processing. Pattern
Recognition Letters, 2022, 157, 76-82.

Limitation of capsule networks. Pattern Recognition Letters, 2021, 144, 68-74.

Training Deep Capsule Networks with Residual Connections. Lecture Notes in Computer Science, 2021, ,

541-552.

Conflicting Bundles: Adapting Architectures Towards the Improved Training of Deep Neural Networks.
,2021,,.

4.2

CITATIONS

20




