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8 Iteratively local fisher score for feature selection. Applied Intelligence, 2021, 51, 6167-6181. 3.3 21
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classification problems. Information Sciences, 2021, 559, 22-45. 4.0 15

12 Fisher-regularized Support Vector Machine with Pinball Loss Function. , 2021, , . 2

13 Laplacian pair-weight vector projection for semi-supervised learning. Information Sciences, 2021, 573,
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14 Discriminant Mutual Information for Text Feature Selection. Lecture Notes in Computer Science, 2021,
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15 Fast neighbor user searching for neighborhood-based collaborative filtering with hybrid user
similarity measures. Soft Computing, 2021, 25, 5323-5338. 2.1 5
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18 Incremental updating probabilistic neighborhood three-way regions with time-evolving attributes.
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19 Local preserving logistic I-Relief for semi-supervised feature selection. Neurocomputing, 2020, 399,
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20 Fast Backward Iterative Laplacian Score for Unsupervised Feature Selection. Lecture Notes in
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22 Feature Selection Using Sparse Twin Bounded Support Vector Machine. Lecture Notes in Computer
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25 Feature Selection Using Sparse Twin Support Vector Machine with Correntropy-Induced Loss. Lecture
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27 Feature Extraction Based on Support Vector Data Description. Neural Processing Letters, 2019, 49,
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34 Sparse Auto-encoder with Smoothed $$l_1$$ l 1 Regularization. Neural Processing Letters, 2018, 47,
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36 New fast feature selection methods based on multiple support vector data description. Applied
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37 Significant Anatomy Detection Through Sparse Classification: A Comparative Study. IEEE Transactions
on Medical Imaging, 2018, 37, 128-137. 5.4 6

38 Applying 1-norm SVM with squared loss to gene selection for cancer classification. Applied
Intelligence, 2018, 48, 1878-1890. 3.3 22

39 Supervised sparse neighbourhood preserving embedding. IET Image Processing, 2017, 11, 190-199. 1.4 6

40 Decision pyramid classifier for face recognition under complex variations using single sample per
person. Pattern Recognition, 2017, 64, 305-313. 5.1 24

41 SD-MSAEs: Promoter recognition in human genome based on deep feature extraction. Journal of
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43 Fisher-regularized support vector machine. Information Sciences, 2016, 343-344, 79-93. 4.0 29

44 Semi-supervised concept factorization for document clustering. Information Sciences, 2016, 331, 86-98. 4.0 44

45 Multiple SVM-RFE for multi-class gene selection on DNA Microarray data. , 2015, , . 7

46 A fast approximation algorithm for 1-norm SVM with squared loss. , 2015, , . 2
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48 A fast gene selection method for multi-cancer classification using multiple support vector data
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50 Similarity learning based on multiple support vector data description. , 2015, , . 1
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selection. BioSystems, 2013, 111, 102-110. 0.9 13
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72 L1-norm Laplacian support vector machine for data reduction in semi-supervised learning. Neural
Computing and Applications, 0, , 1. 3.2 3


